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ABSTRACT

Purpose. Quantitative biometry measurements from uncorrected anterior segment optical coherence tomography (AS-OCT) images are inaccurate because of spatial and optical distortions. Prior reported distortion correction equations for the Visante AS-OCT were not reproducible. The goal was to calculate the distortions and provide equations to correct corneal parameters for the Visante AS-OCT to get a central corneal radius of curvature from young and older subjects.

Methods. Five contact lenses (CLs) of known front and back radii of curvature and central thickness were imaged using the Visante AS-OCT (Carl Zeiss, Dublin, CA). Contact lens surface coordinates from Visante images were identified and fitted with a circle using custom Matlab image analysis software. Spatial and optical distortions of the Visante image of the CL radii of curvature and thickness were calculated and corrected. Visante images were also captured from 24 younger (aged 21 to 36 years) and 30 older (aged 36 to 48 years) human subjects. Corneal radii of curvature and thickness measurements from these subjects were corrected, and intrasession and intersession repeatabilities of the corneal parameters were calculated.

Results. Root mean square error of radius and power of the CL surfaces after distortion correction were 0.02 mm and 0.18D for the front and 0.011 mm and 0.11D for the back, respectively. Intraclass correlation coefficient for intrasession and intersession repeatability for all the corneal parameters from the human subjects was greater than 0.88 in both age groups.

Conclusions. A distortion correction algorithm was developed for the Visante AS-OCT and applied to extract human corneal radius of curvature measurements.
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Accurate measurement of corneal anterior and posterior radii of curvature and thickness is useful for contact lens (CL) fitting, refractive surgeries, diagnosis, and management of corneal disorders and optical modeling. Various imaging modalities such as Scheimpflug photography,1–3 scanning slit topography,4–6 ultrasound biomicroscopy,7,8 and anterior segment optical coherence tomography (AS-OCT)9–11 have been used to measure corneal shape and thickness.

The purpose of the current study was to get central corneal radius of curvature and central thickness measurements of sufficient accuracy to perform paraxial schematic eye calculations to try to calculate refraction and accommodation on a series of eyes in which the rest of the anterior segment biometry parameters were measured with ultrasound biomicroscopy (UBM).12–14 Because of the low resolution of UBM, it was not possible to get corneal curvature measurement from the UBM measurements. Hence, Visante, a commercial AS-OCT instrument with an axial resolution of 18 μm,15 was chosen to perform noninvasive measurement of anterior segment parameters.

Prior studies have reported spatial (geometric) and optical (refractive) distortions in custom-built OCT systems.16–19 The spatial distortions may be caused by the nonlinear axial scanning and nontelecentric lateral scanning architecture.16 Optical distortions of optical surfaces occur because of the refractive effects of a surface preceding the surface of interest. Spatial and optical distortions have been reported in Visante AS-OCT images,20 although the exact source of the spatial distortion is unknown. Kao et al21 reported no spatial distortion in the Visante image of an optical flat captured using “Enhanced High-Resolution Corneal Mode.” However, that mode captures a magnified image of a small area that may not be enough to accurately determine the presence of distortion. The instrument manufacturer does not provide information about the correction applied to the images in various scan modes. The presence of residual errors in corneal and anterior segment parameters measured in a calibrated model eye using the
built-in Visante software\(^\text{20}\) suggests that the Visante software does not provide robust spatial and optical distortion correction.

Dunne et al.\(^\text{20}\) previously described a distortion correction for the Visante AS-OCT (version 1.0.12.1896). When the anterior corneal surface distortion correction equation from that article was used to try to correct calibration surfaces (rigid custom-made CLs) imaged from another Visante instrument (version 2.0.1.88), it did not yield correct values. There are a number of uncertainties in the description of that prior work: it is not clear whether raw or Visante distortion-corrected images were used for their analysis; the Visante software described in that study appears to have capabilities that are not available in subsequent versions, suggesting substantial differences between versions; there is some confusion over what is considered as the image x and y axes in the prior study, for example, x coordinates are described in a vertical line of pixels. Because the software versions are different, it is possible that the Visante software has been modified, so that the method described previously may not be applicable to later software versions.

For these reasons, this current study was undertaken to a) use custom-fabricated CLs of known parameters to measure spatial and optical distortions and provide equations to obtain corrected corneal parameters from Visante AS-OCT images, b) apply the distortion correction to corneal parameters measured from Visante AS-OCT images captured in 24 younger and 30 older human subjects, and c) obtain corneal front and back surface radii of curvature from AS-OCT images captured in 24 younger and 30 older human subjects.

MATERIALS AND METHODS

Visante AS-OCT (Carl Zeiss, Dublin, CA) (version 2.0.1.88) images were captured using the “anterior segment single” mode or the “raw image” mode. When a Visante image is captured and saved, the Visante software automatically stores a raw unprocessed image in DICOM format in the folders created by the Visante software with 41 seemingly random character file names. These files can be located by exiting the Visante software and searching for files with the extension “.EX.DCM.” These images were exported to a USB drive and converted to bitmap (.bmp) format using a custom-developed Matlab (MathWorks, Natick, MA) program. Raw images from the Visante “anterior segment single” mode and the “raw image” mode were shown to be identical by image subtraction that yielded pixel values of only zeros. The Visante software applies no overlay or distortion correction to these images. All further processing described here was performed on these raw AS-OCT images.

Spatial Calibration

The horizontal spatial pixel to millimeter conversion factor was calculated by imaging a millimeter-scaled ruler placed perpendicular to the instrument measurement axis. The ruler was positioned at five different axial distances along the instrument optical measurement axis. This resulted in the ruler being imaged at five different vertical (y axis) positions in the AS-OCT images in five separate images. The millimeter markings in each image were manually marked using a custom-developed Matlab program (Fig. 1A). The horizontal pixel to millimeter conversion factor was similar for all five vertical positions of the ruler on the image. The mean ± SD of horizontal pixel to millimeter conversion factor from 15 measurements in the five images was 31.80 ± 0.50 pixels/mm. The low SD obtained from repeated measures indicates the accuracy of the manual markings and the absence of significant variations in the calibration procedure. This horizontal calibration is therefore applicable at any vertical position in the image.

To determine the vertical spatial pixel to millimeter conversion factor, a microscope slide and independently a thinner coverslip were fixed to a micrometer translation stage on a goniometer (Fig. 1B). The goniometer was adjusted so that the surface of the microscopic slide/cover slip was perpendicular to the instrument optical measurement axis. The micrometer translation stage was used to move the slide/cover slip in 0.5-mm steps (a total of 15 positions) along the instrument measurement axis, and images were captured at each position. The position of the front and back surface of the slide/cover slip on the image was manually marked at three different horizontal locations in the images (left, middle, and right) (Fig. 1C). The difference in the vertical position between the corresponding red points in each successive image gave the number of pixels moved in the image for 0.5-mm movement in real space. The vertical pixel to millimeter conversion factor was similar for the 15 axial positions of the slide and the coverslip in the image. The mean ± SD of vertical spatial pixel to millimeter conversion factor from 168 measurements [six locations on each image × 14 measurements between successive images × 2 (slide and the coverslip)] was 25.77 ± 1.09 pixels/mm.

To calculate the spatial and optical distortion correction factors, five polymethylmethacrylate (PMMA) CLs of known spherical surface curvatures and vertex thickness were imaged with the Visante. The vertices of the CLs were aligned with the optical axis of the Visante, and this was ensured by the appearance of the bright streak of light reflecting off the vertex of the surface being measured. This approach to imaging surfaces is per the manufacturer’s operating procedure. The PMMA CLs were custom-cut on a lathe (DAC International, CA), and the radii of curvature of the CL surfaces were verified using a radiuscope. The precision of the radiuscope to measure the radii of curvature of the PMMA CLs was 0.01 mm. The parameters of the CLs used are listed in Table 1. For the analysis of the Visante images, the front and back surfaces of the CLs were identified in the images using a custom-developed automated Matlab image analysis program. Both front and back surface points corresponding to a central 8-mm diameter were fit with circles (Fig. 1D). Later (see below), the same analysis methods were also applied to human corneas. Visante AS-OCT images of human eyes with the central 8-mm anterior and posterior corneal surfaces digitized were also well fitted with a circle (Fig. 1E). A circle provided acceptable fits to the central 8 mm of the CL and the corneal surface points as judged by evidence of no systematic pattern to the residuals and was used for calculating distortion corrections.

Front Surface Distortion Correction

To correct the spatial distortion of the front CL surface, the identified surface coordinates and the fitted circle coordinates...
FIGURE 1.

(A) An overlay of five Visante images of a ruler at five different vertical positions (P1 to P5) with red points marked on the millimeter gradations to calculate the horizontal pixel to millimeter conversion factor. (B) Experimental setup to determine the vertical pixel to millimeter conversion factor. (C) Visante image of a microscope slide at one axial position with red points marked on the front and back slide surfaces. The third horizontal line is an artifact or “shadow” resulting from the AS-OCT imaging of a glass slide. (D) Raw Visante image of a CL with circles fitted to the central 8 mm of the front (red) and back (green) surface. (E) Raw Visante image from a single subject showing circle fits to the central 8 mm of the anterior (red) and posterior (green) corneal surface. A color version of this figure is available online at www.optvissci.com.
TABLE 1.
Parameters of the spherical calibration CLs used

<table>
<thead>
<tr>
<th>CLs</th>
<th>Front surface radius of curvature, mm</th>
<th>Central thickness, mm</th>
<th>Back surface radius of curvature, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL 01</td>
<td>6.60</td>
<td>0.80</td>
<td>6.30</td>
</tr>
<tr>
<td>CL 02</td>
<td>7.30</td>
<td>0.80</td>
<td>7.00</td>
</tr>
<tr>
<td>CL 03</td>
<td>7.55</td>
<td>0.80</td>
<td>7.25</td>
</tr>
<tr>
<td>CL 04</td>
<td>7.80</td>
<td>0.80</td>
<td>7.50</td>
</tr>
<tr>
<td>CL 05</td>
<td>8.30</td>
<td>0.80</td>
<td>8.00</td>
</tr>
</tbody>
</table>

were converted from pixels to millimeters using the x and y spatial calibration factors described above. If necessary, the calibrated coordinates were rotated to achieve mirror symmetry about the vertex to correct for any tilt of the CL in the AS-OCT image. The coordinates of the fitted circle (the distorted circle) were scaled and cropped such that the vertex of the surface was set to \( x = 0, y = 0 \) and the range of \( x \) data spanned from -4 to +4 mm (for the central 8-mm diameter). The radius of curvature of the circle fitted to these data provided a spatially distorted front CL radius of curvature. Coordinates were then generated in Matlab for a circle with a radius that corresponded to the actual CL front surface radius of curvature (the actual circle). These generated coordinates used the same matching relative \( x \) coordinates as obtained from the CL surface in the distorted image. These two curves are shown in Fig. 2A. A two-step process was then used to correct the spatial distortions. In the first step, the AS-OCT image spatial distortion was calculated by dividing each \( y \) coordinate value of the actual circle by each corresponding \( y \) coordinate value from the distorted circle. Fig. 2B shows a plot of the calculated spatial distortion as a function of \( x \) coordinates from one CL. The calibration curve was then fitted with a sixth-order polynomial that provided the spatial distortion correction equation for this CL. A sixth-order polynomial was the smallest polynomial order that provided the best fit with \( r^2 \) of 1 and residuals close to 0. Although the coefficients of polynomials (Table 2) greater than second order seem small and negligible, using a second-order polynomial alone yielded radii that did not match the actual radii of the CL surfaces. The coefficients for each term from five sixth-order equations (Table 2) from the five separate CLs were averaged to generate a mean distortion correction equation. This mean distortion correction equation was applied to each front CL surface \( y \) coordinate value to correct the spatial distortion (step 1). Panels C and D of Fig. 2 show a comparison of actual and measured front CL surface radii of curvature for the five CLs before and after the initial distortion correction (step 1). As can be seen from the resulting curve (Fig. 2D), the data points did not lie exactly on the expected 1:1 line, which would demonstrate complete correction. A second step in the distortion correction was then required. In the second step, the data points from all the calibration CL surfaces were then fitted with a second-order polynomial equation as shown in Fig. 2D. This polynomial equation was then applied (step 2) to the distortion-corrected radius of each surface from step 1. Fig. 2E shows that, after applying step 2, the distortion-corrected radii fall on the 1:1 line with a slope close to 1. Bland-Altman plots show a maximum difference of less than 50 \( \mu \)m between the actual and final distortion-corrected front surface radii of curvatures (Fig. 2F).

Thickness Optical Correction

In the OCT image, the back surface of the CL is the image of the actual back surface as viewed refracted by the CL. The thickness of this central CL image was measured from the AS-OCT images as the distance between the front and back CL surfaces at the vertex. There is no spatial distortion to the CL thickness at the vertex because the CL vertex corresponds to the optical axis of the OCT instrument. The axial thickness observed in the AS-OCT image is the apparent thickness of the CL, which is affected optically by refraction at the front surface and by the CL refractive index. The actual thickness of the CL can be calculated from the OCT image using simple paraxial optics. Refractive index of PMMA for the AS-OCT wavelength of 1310 nm was calculated to be 1.4738.\(^2\)

Equations 1 through 4 were used to correct the optical distortions for the central CL thickness. First, the front CL surface power was calculated:

\[
F = \frac{1000 \times (n_{PMMA} - n_{air})}{r_{fs}}
\]

where \( F \) is surface power (in diopters) of front CL surface; \( n_{PMMA} \) is refractive index of PMMA at a wavelength of 1310 nm; \( n_{air} \), the refractive index of air is 1.00; and \( r_{fs} \) is the actual front surface radius of curvature (in millimeters) calculated as described above.

Next, the vergence to the CL image posterior surface after refraction by the CL front surface was calculated:

\[
L' = \frac{1000 \times n_{PMMA}}{L}
\]

where \( L' \) is image vergence (in diopters), \( L' \) is image distance in millimeters (measured CL image thickness from OCT image). Next, the vergence before refraction by the CL front surface of the actual CL posterior surface was calculated:

\[
L = L' - F
\]

where \( L \) is object vergence (in diopters). Finally, the distance before refraction by the CL front surface to the actual CL posterior surface was calculated:

\[
l = \frac{1000 \times n_{air}}{L}
\]

where \( l \) is object distance or the optically corrected (i.e., true) central CL thickness (in millimeters).

Back Surface Spatial and Optical Correction

The CL back surface as seen in the AS-OCT image is the image of the actual CL back surface refracted by the front CL surface and has both the optical distortion from being refracted by the CL front surface and the CL thickness, and it has the spatial distortion from the AS-OCT instrument. The process for determining the spatial distortion of this surface is to a) generate the image of the actual CL back surface as though seen through the CL and b) to fit that image with a circle and then to compare that fitted circle with the CL back surface from the OCT image.
To generate the image of the actual CL back surface (i.e., the target back CL surface) as refracted through the CL front surface, the position of the center of curvature and the radius of the target CL back surface has to be calculated. The center of curvature of the actual CL back surface is the object for the CL front surface. Therefore, the object distance is the CL thickness plus the distance

**FIGURE 2.**

(A) Illustration showing the calculation of spatial distortion from the actual (solid black) and distorted (dashed black) curves. (B) Calibration curve of the front surface of a CL (CL 05) with a sixth-order polynomial fit. The equation of this polynomial is: Spatial Distortion = \(-7.8086 \times 10^{-8} \times x^6 + 7.3596 \times 10^{-10} \times x^8 - 2.7542 \times 10^{-12} \times x^7 - 1.0987 \times 10^{-14} \times x^6 + 3.0205 \times 10^{-17} \times x^5 + 1.00\). (C) Comparison of the actual and distorted front surface radii of curvature from all five CLs. (D) Step 1: Comparison of the actual and distortion corrected front surface radii of curvature after applying the average sixth-order polynomial. (E) Step 2: Comparison of the distortion-corrected front surface radii of curvature after applying the second polynomial correction. (F) Bland-Altman comparison between actual and distortion-corrected front surface radii of curvature after step 2.
to the back surface center of curvature. The object vergence \(L_1\) is then given by:

\[
L_1 = \frac{1000 \times n_{PMMA}}{r_{bs} + CT_{actual}}
\]

(5)

where \(n_{bs}\) is actual (i.e., true, known) CL back surface radius of curvature (in millimeters), and \(CT_{actual}\) is actual CL center thickness (in millimeters). The denominator \((r_{bs} + CT_{actual})\) represents the object distance (distance of the actual CL back surface center of curvature from the CL front surface).

After refraction by the CL front surface, the image vergence \(L'_1\) to the center of curvature of the target CL back surface is:

\[
L'_{1} = L_{1} + F
\]

where \(F\) is the power of the front CL surface (in diopeters) from equation 1.

The image distance \((l'_{1})\) that is the distance of the target CL back surface center of curvature from the CL front surface is:

\[
l'_{1} = \frac{1000 \times n_{air}}{L_{1}}
\]

(7)

The target radius of curvature can then be obtained by subtracting the thickness of the CL OCT image as:

\[
r_{tbs} = l'_{1} - CT_{OCT}
\]

(8)

where \(r_{tbs}\) is the target CL back surface radius of curvature (in millimeters), and \(CT_{OCT}\) is the central CL thickness (in millimeters) measured from the AS-OCT image. Once the target back CL surface radius \((r_{tbs})\) is known, this can be directly compared with the back CL surface from the AS-OCT image and the spatial distortion can be calculated using the methods described above for the CL front surface. The CL back surface coordinates were extracted from the AS-OCT images for the central 8-mm diameter and fitted with a circle (this being the distorted circle). The radius of curvature calculated from the distorted circle is the spatially and optically distorted back CL radius. The target back CL surface radius was then used to generate a target circle \(x\) and \(y\) coordinates in Matlab using the same \(x\) axis coordinates as were extracted from the AS-OCT image. The vertices of the target circle and the distorted circle were set to \(x = 0, y = 0\), and the data were rotated, if necessary, and scaled and cropped from \(-4\) to \(+4\) mm as described above. The ratio of \(y\) coordinate positions for each corresponding \(x\) coordinate position was calculated to generate a sixth-order distortion correction polynomial for each CL (Table 2). Five polynomials from the five CLs were averaged to generate a mean distortion correction equation for the CL back surface. This mean distortion correction equation was applied to each CL back surface \(y\) coordinate value to correct the spatial distortion (step 1). Panels A and B of Fig. 3 show a comparison of target back surface radii \((r_{tbs})\) and measured back surface radii of curvature for the five CLs before and after the distortion correction, respectively (step 1). The spatial distortion for the back surface also required a second correction step similar to that used on the front surface. Data points for the individual CLs in Fig. 3B were fitted with a second-order polynomial. This polynomial was applied (step 2) to the distortion-corrected radius for each CL surface calculated in step 1 to get the spatial distortion-corrected back surface radius \((r_{bs})\) closer to target back surface radius \((r_{tbs})\) (Fig. 3C). Bland-Altman plots show that the maximum difference between \(r_{tbs}\) and \(r_{bs}\) is less than 40 \(\mu m\) (Fig. 3D).

To get an optically corrected CL back surface radius \((r_{bs})\) from the spatial distortion-corrected CL back surface radius \((r_{bs})\), the position of the center of curvature of the corrected CL back surface has to be calculated. To do this, this spatially corrected surface must again be optically transformed by refraction through the CL front surface. The center of curvature of the spatially corrected surface serves as the object for the CL front surface, and then the object vergence to the CL front surface can be calculated:

\[
L_2 = \frac{1000 \times n_{air}}{r_{bs} + CT_{OCT}}
\]

(9)

where \(L_2\) is the object vergence for the center of the curvature of the spatial distortion-corrected back CL surface, \((r_{bs} + CT_{OCT})\)
represents the object distance (distance of the spatial distortion-corrected back CL surface center of curvature from the front CL surface).

The image vergence ($L'_2$) at the center of the curvature of the optically corrected back CL surface is:

$$ L'_2 = L_2 + F $$

where $F$ is the power of the front CL surface (in diopters) from equation 1.

The image distance ($I'_2$) is the distance of the optically corrected back CL surface center of curvature from the front CL surface and is calculated from:

$$ I'_2 = \frac{1000 \times n_{PMMA}}{L'_2} $$

Finally, the optically corrected CL back surface radius of curvature can be calculated from:

$$ r_{cbs} = I'_2 - \text{Corrected CT} $$

where $r_{cbs}$ is the optically corrected back CL surface radius of curvature (in millimeters), and Corrected CT is the optically corrected center CL thickness ($I$) calculated from equation 4.

**TABLE 3.**

RMS error of radius and power at various steps in the distortion correction process

<table>
<thead>
<tr>
<th>Measured parameters</th>
<th>Before distortion correction, mm/D</th>
<th>After spatial distortion correction, mm/D</th>
<th>After optical distortion correction, mm/D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Front CLs surface radius</td>
<td>0.11/0.86</td>
<td>0.02/0.18</td>
<td>NA</td>
</tr>
<tr>
<td>Back CLs surface radius</td>
<td>0.58/5.12</td>
<td>0.21/1.82</td>
<td>0.011/0.110</td>
</tr>
<tr>
<td>Central CLs thickness</td>
<td>0.364/NA</td>
<td>NA</td>
<td>0.004/NA</td>
</tr>
</tbody>
</table>

RMS error for the measured front and back CL radii and central CL thickness in units of millimeters and diopters compared with known values.

NA, not applicable.
FIGURE 4.
(A) Comparison of the anterior and posterior corneal surface (central 8-mm diameter) before and after spatial distortion correction using equations listed in the Appendix for a single subject. (B) Graph of the measured central corneal thickness as a function of age.
Subjects

To use and test these optical and spatial corrections on corneal OCT images, two Visante images of the horizontal meridian of the anterior segment were captured from 24 younger subjects (seven men and 17 women), aged 21 to 36 years (mean ± SD, 24.04 ± 3.10 years) and 30 older subjects (10 men and 20 women), aged 36 to 48 years (mean ± SD, 40.83 ± 3.25 years) with normal visual and ocular histories. The study followed the tenets of the Declaration of Helsinki and was performed in accordance with an institutionally approved human subject protocol. To assess the intrasession and intersession repeatability, 15 younger subjects and three older subjects had AS-OCT scans repeated twice on a different day at least 5 days apart. Repeatability analysis was performed in SPSS software (version 20; SPSS Inc., Chicago, IL). Anterior and posterior corneal surface coordinates were identified and extracted using a custom Matlab image analysis program. The corneal surface coordinates were converted from pixels to millimeters using the calibration factors described previously. Central corneal thickness was measured as the vertical distance between the anterior and posterior corneal surfaces at the vertex. Optical and spatial distortions in the measured corneal parameters were corrected as described above using equations listed in the Appendix (available at http://links.lww.com/OPX/A224).

RESULTS

Root mean square (RMS) errors (millimeters and diopeters) of the measured CL front and back radii of curvature and CL thickness at each step of distortion correction compared with known values are shown in Table 3. The power of the front CL surface was calculated using the equation:

\[
\text{Front CL Power (D)} = \frac{1000 \times (n_k - n_{air})}{\text{Front CL radius of curvature (mm)}}
\]  

(13)

The power of the back CL surface was calculated using the equation:

\[
\text{Back CL Power (D)} = \frac{1000 \times (n_{air} - n_k)}{\text{Back CL radius of curvature (mm)}}
\]  

(14)

where \(n_k\) is the refractive index of PMMA at 555 nm (1.493). The RMS error of power for the CL front and back surfaces after full optical and spatial distortion corrections were 0.18 D and 0.11 D, respectively. The mean RMS error of central CL thickness after optical distortion correction was 0.004 mm. Fig. 4A shows the spatially distorted and corrected circle coordinates for the anterior and posterior corneal surfaces from a single subject.

Mean, SD, median, maximum, and minimum values of the measured corneal radii and central thickness from the two subject groups are listed in Table 4. Corneal surface radii of curvature and central thickness values were normally distributed in both subject groups based on the Shapiro-Wilk test (p > 0.05). There was a statistically significant difference between mean posterior corneal radius of curvature (\(t = -2.035, p = 0.048\), independent sample t-test) and mean central corneal thickness (\(t = -3.863, p < 0.0001\), independent sample t-test) between the two subject groups. Fig. 4B shows the increase in central corneal thickness with age from this group of subjects. There were no statistically significant age-related relationships for either the anterior or the posterior corneal radii of curvature (data not shown).

Intrasession repeatability analysis of the Visante AS-OCT measured anterior and posterior corneal radii of curvature and central corneal thickness was performed for all subjects who had at least two repeats of the AS-OCT scans. Repeatability (intrasession and intersession) was evaluated in terms of a) coefficient of variation, which is the ratio of the SD of the measurements to the mean; b) mean ± SD of the difference between the measurements; and c) intraclass correlation coefficient (ICC). There is a good repeatability for all the three corneal parameters, and the repeatability parameters for intrasession and intersession are comparable (Table 5).

DISCUSSION

This study shows the importance of verifying that measurements from clinical instruments do provide accurate quantitative data and provides an example of the approach that can be undertaken to correct measurements if they are found to be inaccurate. Although prior corrections have been described for Visante OCT images,\(^{20}\) application of those methods on the Visante OCT raw images failed to yield accurate corrections.

The horizontal pixel to millimeter conversion factor did not vary with distance from the measurement axis of Visante. Hence, there is no spatial distortion in the horizontal plane of the raw Visante image. For the vertical pixel to millimeter conversion

TABLE 4.

Descriptive statistics of the measured corneal parameters for the young and older subject groups

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Measured parameters</th>
<th>Mean</th>
<th>SD</th>
<th>Median</th>
<th>Maximum</th>
<th>Minimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Young subjects (N = 24)</td>
<td>ARC</td>
<td>7.701</td>
<td>0.275</td>
<td>7.666</td>
<td>8.296</td>
<td>7.218</td>
</tr>
<tr>
<td></td>
<td>PRC</td>
<td>6.528*</td>
<td>0.304</td>
<td>6.486</td>
<td>7.260</td>
<td>6.053</td>
</tr>
<tr>
<td></td>
<td>CT</td>
<td>0.514†</td>
<td>0.035</td>
<td>0.512</td>
<td>0.592</td>
<td>0.454</td>
</tr>
<tr>
<td>Older subjects (N = 30)</td>
<td>ARC</td>
<td>7.761</td>
<td>0.213</td>
<td>7.782</td>
<td>8.162</td>
<td>7.234</td>
</tr>
<tr>
<td></td>
<td>PRC</td>
<td>6.679*</td>
<td>0.221</td>
<td>6.708</td>
<td>7.132</td>
<td>6.187</td>
</tr>
<tr>
<td></td>
<td>CT</td>
<td>0.552†</td>
<td>0.036</td>
<td>0.555</td>
<td>0.659</td>
<td>0.483</td>
</tr>
</tbody>
</table>

*Statistically significant difference between the means (p < 0.05, independent sample t-test).

ARC, anterior corneal radius of curvature; PRC, posterior corneal radius of curvature; CT, central corneal thickness.
factor, the vertical positions of the microscope slide/cover slip do not change with distortion. Hence, the pixel to millimeter conversion factors calculated from raw Visante images are not affected by distortion and are valid.

The RMS errors for measured power of the CL front and back surfaces corrected for optical and spatial distortions (Table 3) are substantially reduced, and this shows the robustness of the corrections described. The distortion correction equations described are for the central 8-mm diameter only and will not translate to other diameters. These equations are only applicable to the Visante raw images and for the software version 2.0.1.88 and later if no further changes have been made to the optical and distortion corrections by the manufacturer. If Visante “raw images” are truly unprocessed images, then the distortion correction equations described here might work for raw images in later versions of the instrument that do not have hardware changes. The methods described in this article could be used to develop distortion corrections for other AS-OCT systems or software versions.

The population data for corneal parameters (mean and SD) from this study are comparable to data from prior population studies.23–25 In the current study, the central corneal thickness was found to increase with age (1.9 µm/year). However, several studies report either no change26–29 or a decreasing trend with age.30,31 The relationship between corneal thickness and age was reported to be weak30 or nonsignificant. Sample size, ethnicity, age, sex, instrumentation, and analysis methods might contribute to the differences between studies.

Intraclass correlation coefficients for all the measured corneal parameters (intraseason and intersession) were greater than 0.88 in both age groups, which indicates good repeatability. Coefficient of variation and ICC values for corneal thickness were comparable, with similar values from a prior AS-OCT study.32 Prior studies23–35 have reported SDs of approximately 5 µm and 10 µm for central corneal thickness and anterior corneal radius of curvature measurements, respectively. The SDs of corneal parameters from the current study are larger than prior studies, and this may be related to the resolution of the digital OCT images. The same might be said for trying to get a simple radius of curvature from the images, but the distortion correction described in this study has demonstrated that corneal radius of curvature can be extracted with sufficient accuracy for the purpose previously explained.

The radii of curvature of anterior and posterior corneal surfaces measured in the current study were for the horizontal meridian of the cornea. No prior studies have used Visante OCT to measure the corneal radius of the curvature and to quantify corneal astigmatism. Hence, there is no information available as to the number of meridional measurements required with Visante OCT to accurately quantify corneal astigmatism.

### TABLE 5.

Intrasession and intersession repeatability parameters for various Visante AS-OCT measured parameters

<table>
<thead>
<tr>
<th>Repeatability parameters</th>
<th>Young subjects (N = 24) Mean ± SD difference, mm</th>
<th>Older subjects (N = 30) Mean ± SD difference, mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intrasession repeatability</td>
<td>ARCT</td>
<td>PRCCT</td>
</tr>
<tr>
<td>CoV</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td>ICC</td>
<td>0.952</td>
<td>0.976</td>
</tr>
<tr>
<td>Intersession repeatability</td>
<td>ARCT</td>
<td>PRCCT</td>
</tr>
<tr>
<td>CoV</td>
<td>0.008</td>
<td>0.009</td>
</tr>
<tr>
<td>ICC</td>
<td>0.964</td>
<td>0.980</td>
</tr>
</tbody>
</table>

ARC, anterior corneal radius of curvature; PRC, posterior corneal radius of curvature; CT, central corneal thickness; CoV, coefficient of variation.
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Although the distortion correction applied to the corneal surfaces seems small, clearly, from the CL calibrations (Figs. 2C and 3A), there is a systematic and not insignificant distortion introduced to both the anterior and posterior corneal surfaces that can be corrected to yield a higher degree of accuracy. Distorted corneal radii of curvature and thickness were flatter and thicker than after correction, respectively. If the uncorrected radii and thickness values were used for schematic eye optical calculations, they would make the eye relatively more hyperopic. To calculate the error these distorted values would induce in schematic eye calculations, refraactive state of the normally emmetropic Bennetts and Rabbetts schematic eye was calculated using the distorted corneal values. With a distorted anterior corneal radius, the schematic eye was hyperopic, with a refractive error of +1.09D. With a distorted posterior corneal radius, the schematic eye was myopic, with a refractive error of -0.25D. With a distorted corneal thickness, the schematic eye was myopic, with a refractive error of -0.04D. With all the distorted radii and thickness values used together, the schematic eye was hyperopic, with a refractive error of +0.80D. When compared with the parameters used in the Bennetts and Rabbetts schematic eye, a 0.1-mm error in anterior corneal radius of curvature will cause 0.60D error in refraction; a 0.1-mm error in posterior corneal radius of curvature will cause 0.04D error in refraction; and a 0.1-mm error in corneal thickness will cause 0.025D error in refraction. These calculations show that, if uncorrected corneal parameters from raw AS-OCT images are used for refractive surgeries, CL fitting, or optical modeling, this would result in errors in refraction as high as 0.80D. The corrected corneal radii of curvature and thickness values obtained from the subjects are of a sufficiently high degree of accuracy to allow their use in future schematic eye calculations. The current study does not suggest that Visante should become a gold standard for corneal curvature measurements but simply demonstrates how the Visante can be used to extract accurate corneal radii of curvature values from human corneas.

CONCLUSIONS

This study demonstrates that spatial and optical distortions of the Visante AS-OCT measured front and back CL radii of curvatures can be corrected with a small residual error of 0.02 mm and 0.01 mm, respectively. Distorted and uncorrected corneal parameters can induce errors in ocular refraction as high as 0.80D. The Visante AS-OCT measured corneal parameters showed good intraobserver and interobserver repeatability. Corneal parameters from Visante AS-OCT after distortion corrections would be beneficial for future schematic eye calculations.
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APPENDIX

The Appendix, a summary of the distortion correction method, is available at http://links.lww.com/OPX/A224.
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Appendix

Summary of the Distortion Correction Method

The corneal surface coordinates are converted from pixels to mm and scaled such that vertex is at x = 0, y = 0. Distortion correction equations are used in the order listed to correct distortions of corneal parameters. $x_a, y_a$ and $x_p, y_p$: x and y coordinates of the circle fits to the anterior and posterior corneal surface, respectively; $F$: surface power of the anterior cornea; $L$ and $L'$: object and image vergence at the actual and optically distorted posterior corneal surfaces, respectively; $CT_{OCT}$: corneal thickness measured from OCT image; $Corr_{CT}$: optically corrected corneal thickness; $L_2$ and $L'_2$: object and image vergence at the spatial and optical distortion corrected posterior corneal surface center of curvatures, respectively; $Corr_{r_{PC}}$: optically corrected posterior corneal radius of curvature; $n_{cornea}$: refractive index of cornea for AS-OCT wavelength of 1310 nm was calculated to 1.4015 using the equation

\[
n_{cornea} = 1.376 + 0.0512 - (0.1455 \times 1.310) + 0.0961 \times 1.310^2.
\]
**ANTERIOR CORNEAL SURFACE**

Spatial distortion correction

\[ y_a = -8.77696399112472e^{-8} \times x_a^6 - 1.26047098634593e^{-10} \times x_a^5 - 1.7111029593407e^{-6} \times x_a^4 + 1.87608071693789e^{-9} \times x_a^3 - 1.0224453717464e^{-4} \times x_a^2 - 5.1881743271264e^{-9} \times x_a + 1.00000075090351 \] ------ (1)

b) Calculate the anterior corneal radius of curvature \((r_{AC})\) from the coordinates \(x_a\) and \(y_a\).

c) Apply a second step of correction to get spatial distortion corrected radius \((\text{Cor}r_{r_{AC}})\).

\[ \text{Cor}r_{r_{AC}} = -0.0981 \times (r_{AC})^2 + (2.4408 \times r_{AC}) - 5.2593 \] ------ (2)

**CENTRAL CORNEAL THICKNESS**

Optical distortion correction

\[ F = \frac{1000 \times (n_{\text{cornea}} - 1)}{\text{Cor}r_{r_{AC}}} \] ------ (3)

\[ L' = \frac{1000 \times n_{\text{cornea}}}{CTOCT} \] ------ (4)

\[ L = L' - F \] ------ (5)

\[ \text{Cor}r_{CT} = \frac{1000 \times n_{\text{cornea}}}{L} \] ------ (6)

**POSTERIOR CORNEAL SURFACE**

Spatial distortion correction

\[ y_p = -7.9458458829656e^{-7} \times x_p^6 + 4.06594066225371e^{-9} \times x_p^5 - 1.3899072311646907e^{-5} \times x_p^4 - 6.05389906276954e^{-8} \times x_p^3 - 8.19165078653822e^{-4} \times x_p^2 + 1.66111950474094e^{-7} \times x_p + 1.00000708898656 \] ------ (7)

b) Calculate the posterior corneal radius of curvature \((r_{PC})\) from the coordinates \(x_p\) and \(y_p\).

c) Apply a second step of correction to get spatial distortion corrected radius \((SCorr_{r_{PC}})\).

\[ S\text{Cor}r_{r_{PC}} = -0.0323 \times (r_{PC})^2 + (1.8024 \times r_{PC}) - 4.0057 \] ------ (8)

Optical distortion correction

\[ L_2 = \frac{1000}{S\text{Cor}r_{r_{PC}} + CTOCT} \] ------ (9)

\[ L'_2 = L_2 + F \] ------ (10)

\[ \text{Cor}r_{r_{PC}} = \frac{1000 \times n_{\text{cornea}}}{L'_2} - \text{Cor}r_{CT} \] ------ (11)